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Signals and systems, Linear algebra, Probability, Programming skills
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In this course, we would discuss the connection between signal processing and machine
learning. Specifically, we would focus on applying machine learning methods for signal
processing. Note that signals can be many kinds, such as wireless signals, sensor signals,
images, videos, speeches. The major tasks of signal processing are to discuss the ways for
extracting useful/meaningful information from signals for practical engineering problems.
There are two main aspects of processing. One is the signal representation, modeling, and
characterization; the other is signal categorization, estimation, and prediction.

Specifically, we would discuss the learning algorithms for these signal processing aspects upon
data. Students will learn contemporary techniques for processing signals, enhancing signals,
classifying signals, and learning from signals. The topics include (statistic, data-driven)
representation, signal detection classification and prediction, and signal modeling. With time,
we may illustrate some advanced applications related to compressed sensing and deep
learning at the end of the course. After this course, you should be able to

(1) Recognize and identify the technical terms of the taught learning algorithms for signal
processing.

(2) Explain the fundamental concept and function of these learning algorithms.

(3) Apply these learning algorithms to solve the provided exercise sets.

(4) Design a system to solve/provide a practical signal-processing issue/service based on some

learning algorithms.
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(L)Homework 40%, Midterm/Proposal 30%, Final Exam/Project/Paper Format Report 30%.
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|[Course Lectures with programming/paper exercises.
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1 9/99/12 Introduction




2 9/169/19 Statistic Signal Presentation
3 9/239/26 Time Signal Presentation - Features
4 9/3010/3 Data-driven representations
5 10/7 10/10 Data-driven representations
6 10/14 10/17 Signal Detection
7 10/2110/24 Signal Detection
8 10/28 10/31 Signal Regression/Prediction
9 11/411/7 Midterm
1011/1111/14 Signal Regression/Prediction
11 11/1811/21 Signal Classification
12 11/2511/28 Signal Classification
1312/212/5 Signal Modelling
14 12/912/12 Signal Separation
1512/16 12/19 Signal Separation
16 12/2312/26 Advanced Topics (Compressive Sensing)
17 12/301/212/30 Advanced Topics (Deep Learning)
1/2
18 1/61/9 Final exam
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